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Abstract

This report describes three improvements made to a physically-based model for creep and
creep rupture in Grade 91 steel developed as part of the Advanced Reactor Technologies
program:

1. Progress on transitioning the model framework to the MOOSE finite element pack-
age to improve parallel scalability, increase the physical size of the simulations, and
incorporate multiphysics effects into the model.

2. The development of a physically-based method of scaling the model parameters to
accurately capture creep in Grade 91 for temperatures in the range of 450◦ to 500◦ C.

3. Extending the model to account for microstructural statistical variations, specifically
capturing the effect of grain boundary energy on the physical parameters underling the
model for grain boundary void nucleation and cavitation.

Put together, these improvements result in an accurate, predictive model for the physical
response of Grade 91 steel over the expected use temperature range for the material in
future liquid metal cooled fast reactors. The model can be used to more accurately predict
engineering properties of the material for very long service lives, which could lead to safer,
more economical future advanced reactors.
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1 Introduction

Grade 91 is a ferritic-martensitic alloy steel originally developed for use in the Clinch River
Breeder Reactor [47, 51]. The material has good high temperature strength, low thermal
expansion, high thermal conductivity, and good sodium compatibility. These properties make
it an excellent candidate material for intermediate heat exchangers and steam generators in
future sodium fast reactors (SFRs).

To reduce the normalized cost of electricity generation some advanced reactor concepts
are considering long, 60-year initial design lives [6]. These long design lives require corre-
sponding long-term design allowable stresses. 60-year experiments are not practical and so
these allowable stresses must be based on shorter-term creep rupture testing. The tradi-
tional American Society of Mechanical Engineers Boiler and Pressure Vessel Code (ASME
BPVC) method of extrapolating from short-term experimental tests to long-life design al-
lowable stresses is empirical and hence subject to error when extrapolating too far from the
underlying experimental database. Physically-based models could provide more accurate
predictions of long-term allowable stresses in Grade 91 as well as examine other engineering
design issues like notch strengthening or weakening effects.

1.1 Summary of previous results

This work describes several extensions to a physically-based crystal plasticity finite element
method (CPFEM) model for creep rupture in Grade 91 steel developed as part of the Ad-
vanced Reactor Technologies program. The baseline model and important simulation results
have been described in previous reports issued by Argonne National Laboratory [9, 31].
While the focus of this report is on extensions to this base model, this section outlines the
purpose and form of the base model along with some of the key results obtained through
simulations of long-term creep rupture.

The model has three components: a single crystal, grain bulk model, a grain boundary
(GB) cavitation model, and the CPFEM framework tying the two together in a representative
volume element (RVE) of Grade 91 microstructure.

The grain bulk model represents the contributions of dislocation motion and vacancy dif-
fusion towards inelastic deformation. A mechanical threshold stress (MTS) model represents
hardening and softening caused by the accumulation and recovery of dislocation structure
[25]. A linear viscous term represents vacancy diffusion in the grain bulk, calibrated to the
grain bulk diffusivity of Grade 91.

The grain boundary model is the cumulation of several decades of work on the mechanisms
of void nucleation and cavitation on grain boundaries [8, 35, 45, 55]. The model represents
both dislocation and grain boundary diffusion mediated void cavitation. A simple power law
in stress represents void nucleation on the boundaries.

The CPFEM framework ties the two models together. The finite element framework
represents the grain bulk with quadratic tetrahedral finite elements and grain boundaries
with corresponding quadratic interface-cohesive elements. The solid elements embed the
single crystal bulk model to determine the constitutive response of the grains. Likewise, the
interface-cohesive elements embed the grain boundary model to represent grain boundary
motion and creep damage.
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Figure 1.1: The representative volume element used for the Grade 91 simulations. The grain
boundary cohesive elements are two dimensional and conformal to the grains. Different
colors represent different grain orientations.
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Figure 1.1 shows an example of a RVE used to simulate the creep-rupture response of
Grade 91. This RVE contains 100 grains and approximately 700 grain boundaries. Periodic
boundary conditions are used to impose arbitrary stress and deformation loading on the unit
cell. The cell average response represents the macroscale, effective creep characteristics of
the material. The microscale response, embedded in the detailed finite element fields, can
also be examined to determine microstructural mechanisms for creep and creep-rupture.

For Grade 91, the selected RVE represents only the prior austenite grains (PAGs) and
associated GBs. The parameters of the individual grain and GB mechanism models were
calibrated to a series of long term creep experiments conducted by Kimura et al. [19] at
600◦ C. The simulations can then be extended to lower values of applied stress, to represent
realistic SFR operating conditions, or to non-uniaxial states of stress to evaluate the effect
of stress triaxiality on creep rupture.

The previous reports use this modeling framework to examine several aspects of creep
in Grade 91 relevant to engineering design. Key outcomes include finding that grain bulk
diffusion tends to become increasingly important at lower stress levels, typical for reactor
operating conditions. This change in mechanism from high to low stress causes empirical
extrapolation of creep-rupture lives, for example using the Larson-Miller parameter [27],
to produce non-conservative design lives. Additionally, while the simulations predict that
Grade 91 is notch strengthening at high, experimentally-achievable stresses, the simulations
also show that at lower stresses the material becomes notch weakening. Both of these model
predictions have implications on the engineering design of structures at elevated temperature,
which have been discussed in detail in the previous reports.

1.2 Extending the existing model

This report describes extensions to the physically-based model for Grade 91 creep and creep-
rupture focusing on three areas.

The previous CPFEM model was implemented in WARP3D (www.warp3d.net), an open-
source finite element package aimed at structural mechanics calculations. Future extensions
to the CPFEM modeling framework might incorporate coupled thermo-mechanical simula-
tions of realistic plant transients or extend the model to coupled diffusion-mechanical mul-
tiphysics representations of grain boundary cavitation. WARP3D could accommodate these
multiphysics simulations without extensive modification. Additionally, parallel scalability
on WARP3D is limited to about 1,000 parallel processes, which limits the physical size of
the CPFEM calculations. This limitation is not significant for simulations of a periodic
RVE representing bulk material behavior but may be limiting for simulations including free
surface effects, for example to look at the role of stress concentration in greater detail, or in
simulations encompassing a substantial microstructural gradient, for example simulations of
a complete weldment including the weld, heat affected zone, and base materials.

The MOOSE finite element framework, developed at Idaho National Laboratory, can
simulate multiphysics problems with very good parallel scaling out to 20,000 or more parallel
processes [13]. This report describes work in transitioning the CPFEM model framework to
MOOSE. The key challenge is the GB model, which requires implementing cohesive-interface
models in the framework as MOOSE currently does not have this capability. Once completed,
this work will allow us to simulate larger volumes of material and include more detailed,
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coupled multiphysics effects in the simulations. Chapter 2 describes progress towards this
goal.

All previous reported simulation results are for 600◦ C, the temperature at which the
long-term Kimura creep data is available for calibration. SFR use temperatures for Grade
91 are likely to be lower than this, in the range of 500◦ to 550◦ C. This report describes
an approach to scaling the model parameters to capture creep in Grade 91 at temperatures
from 450◦ to 650◦ C. Crucially, this approach does not require recalibrating the model to
additional creep data. Rather, the existing parameters, calibrated at 600◦ C, can be scaled
using physically-based scaling relations and available fundamental material constants, for
example the activation energy for grain bulk or grain boundary diffusion. Chapter 3 de-
scribes the derivation of these physical scaling laws, the identification of the appropriate
material properties from literature data, and the results of new simulations at lower and
higher temperatures. The chapter validates the new, temperature-dependent model against
experimental creep curves. This new model is now available to repeat the studies examining
rupture life and notch effects that previous reports carried out at 600◦ C.

Finally, the base instantiation of the model used constant values of the GB cavitation
properties throughout the RVE. However, the GB properties are expected to scale with the
crystallography of each individual boundary. Chapter 4 extends the model to capture these
crystallographic statistical effects and compares results of these new simulations to the old
constant-value results. The overall conclusion is that this refinement is not necessary for
capturing macroscopic engineering properties. However, once calibrated this type of model
can be used to study the effect of grain boundary engineering on the creep life of the material,
to propose modifications to the material processing regimen that could potentially increase
the creep-rupture life of the alloy.
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2 Interface-cohesive modeling in MOOSE

Currently, MOOSE does not have an official module to simulate cohesive zone behavior.
During the last year, we have extensively collaborated with the MOOSE development team
to incorporate this capability. This chapter presents the work that has been done to enable
cohesive zone modeling (CZM) in MOOSE.

Since Libmesh [20] itself, which is the finite element library from which MOOSE inherits
most of its meshing capabilities, does not even contemplate classic cohesive elements, the
introduction of CZM in MOOSE is not as trivial as it might appear. We elect to extend
some of the capabilities already available in MOOSE and Libmesh to implement CZM,
because implementing a new class of elements in Libmesh would have significant development
overhead. Cohesive zone modeling has been achieved through the introduction of three major
component:

1. a mesh modifier,

2. a new interface material model,

3. a cohesive zone interface kernel.

The following sections describe the implementation of each component.

2.1 Mesh modifier

Our ultimate goal is to model the behavior of grain boundaries (GBs) opening and sliding
therefore a cohesive interface must be defined between each grain. MOOSE can modify a
mesh prior to and during execution. Because MOOSE cannot use a classic cohesive element
(e.g. a zero thickness element with integration points defined on the mid plane) the strategy
adopted here is to break a monolithic polycrystalline mesh by grains and add the required
quadrature points on the grain surface. However, MOOSE still need to know the original
element neighbors to perform calculations across the interface (e.g. the element connectivity
should not be affected by the fact that the mesh has been broken). There are two possible
routes to achieve this:

1. use a preprocessor to break the mesh and reconstruct the element connectivity in
MOOSE

2. load a monolithic mesh and break it directly in MOOSE.

Each option has advantages and disadvantages. Option #1 is more efficient because it
allows breaking the mesh and generating a GB property input file all at the same time. On
the other hand, reconstructing the element connectivity from a broken mesh is much more
difficult than splitting it, especially if a distributed mesh is used. Furthermore, MOOSE
reorders elements to optimize the computational load on each parallel process. This means
that even if an element connectivity map is created in the preprocessor it might be useless
in the end. Option #2 preserves the original mesh connectivity while breaking the mesh but
requires an initial scan of the mesh to generate the GB list to assign different properties to
each GB. Furthermore, the initial scan is an operation performed only once MOOSE and is
quick even for large meshes. Considering the above we choose to implement Option #2.
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To break the mesh into grains we followed the approach proposed by Nguyen [36]. For
this approach the nodes-to-element map needs to be identified. This is done by looping over
all the nodes and finding all the elements sharing each node. Then, we need to loop over all
the elements shared by each node, identify which grain each element belongs to, and keep
track of the total number of grains connected to the node. The total number of connected
grains is the node multiplicity, m. Node with a multiplicity greater than 1 are classified as
interfacial nodes (see Fig. 2.1(a)). m − 1 is the number of times a given node needs to be
duplicated to break the mesh (2.1(b)). The original interfacial node is left connected to the
element belonging to the grain with the lowest ID number. Added, duplicated nodes are
assigned to each of the remaining connected grains and assigned to the proper elements (Fig.
2.1(b)).

To generate a cohesive interface one also needs to identify the adjoining faces of the
elements connected to an interfacial node. A shared face between interfacial elements has
each of its node as either an interfacial node or one of the duplicated nodes. Therefore, when
the splitting is completed one need to loop over each interfacial element and find all its faces
embedding only interfacial or duplicated nodes. When such an element face is found we also
retrieve the neighboring element and its shared face. Of the two faces, the one with the
element belonging to the grain with the lowest ID is added to the list of faces generating the
cohesive zone (see Fig. 2.1(c)). The face generating the cohesive interface are then added
to a sideset (a group of faces) labeled the master surface (orange region in Fig. 2.1(c)).
The opposite side of the cohesive interface is labeled the slave surface. Because we want
to be able to assign at each GB a different property, we also keep track of the grain pairs
that generate a shared face. This allows the generation of a cohesive interface for each grain
pair. When adding interfaces and operating over them with an interface kernel MOOSE
automatically generates additional surface quadrature points on the elements on both side
of the interface. These quadrature points will be used to collect information to model the
cohesive zone behavior (Fig. 2.1(d)).

The C++ code performing these actions, together with a set of tests for the reliability
of the mesh modifier, have been merged into MOOSE under the name BreakMeshByBlock.
Furthermore, the Python code used by to generate the mesh input file for WARP3D has
been upgraded to generate meshes compatible with MOOSE.

Figure 2.2 is an example of a 2D monolithic polycrystalline mesh broken using the
BreakMeshByBlock routine. In Fig. 2.2(a) a single cohesive interface is generated, while
in Fig. 2.2(b) the cohesive interface has been partitioned by GB pairs. Figure 2.3 is a 3D
example of monolithic polycrystalline mesh broken using the BreakMeshByBlock.

The only limitation of BreakMeshByBlock regards inserting a cohesive interface between
grains at the opposite faces of a periodic RVE. We are working with the MOOSE development
team to understand the best way to implement this feature.

2.2 Interface material model

To describe the behavior of a stateful cohesive zone and to probe stateful material properties
on both side of the cohesive interface in sync we had to implement an interface material
model. MOOSE currently has boundary materials but it does not synchronize material
properties across the interface. Furthermore, a boundary is different from an interface: the
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Grain 1 Grain 2

Grain 3

Node at interface

Grain 1 Grain 2

Grain 3

Added nodes

Elem 1 Elem 2

Interface quadrature pointsGrain 2

G2_G3

Grain 1

Grain 3

Interface

G1
_G

2

G1_G3

a b

c
d

Figure 2.1: Schematic representing the steps required to break a monolithic mesh using blocks
(e.g. grains): (a) Identify nodes at the interface between blocks, (b) add nodes according to
their multiplicity and assign them to the proper element, (c) assign interfaces (e.g. element
faces) between blocks, and (d) use interfaces to add lower-dimensional elements on both side
of the interface. Arrows represent the linkage between the surface quadrature points used
for calculations across the interface.
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a b

Figure 2.2: Example of a 2D mesh representing a polycrystalline aggregate divided into
blocks: (a) the black line represents the cohesive interface between grains and (b) the cohesive
interface in (a) is partitioned by grain pairs to allow for different grain boundary behavior.

a b

Figure 2.3: (a) Example of a 3D mesh representing polycrystalline aggregate and (b) the
resulting 3D cohesive interface between grains.
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former is a geometrical entity without mechanics while the latter is also a geometrical entity
but it has its own constitutive behavior. A true interface requires integration points to store
the interface stateful variables.

The new material model encompasses two MOOSE elements:

• a special boundary material (e.g. cohesive interface material),

• an interface user object synchronizing bulk material properties on either side of the
interface.

The interface material is a modification of a MOOSE boundary material. To make the
implementation of different cohesive laws easier we created a specialized cohesive interface
material class named CohesiveMaterialBase. This class provides the common routines uti-
lized for most or all CZMs, such as rotating from the global reference system to the natural
element reference system. Classes inheriting from CohesiveMaterialBase to implement a
cohesive model must compute the tractions and their partial derivatives with respect to the
displacement components. This information must be computed at each quadrature point on
the master side of the interface and stored as material properties. A cohesive material is
also responsible for updating stateful interface properties. The cohesive interface kernel will
then use this information to minimize the residual of the displacement jump while enforcing
traction continuity on both side of the interface. To allow the CohesiveMaterialBase and all
its children to use the updated variable values and bulk material properties, it was necessary
to implement the interfaceUserObject. The interfaceUserObject is a specialized user object
that probes variables and material properties on either side of the cohesive interface after
they have been updated. Specifically, before each linear iteration the interface user object
triggers the evaluation of bulk material properties on both side of the interface and stores
the updated properties. After the update of bulk material property, the interfaceUserObject
collects the relevant quantities at each quadrature point and store them for future use by
the interface material. New cohesive laws are implementing by specializing the interface
material and interface user objects.

2.3 Cohesive interface kernel

The interface kernel available in MOOSE enforces a relationship between the values of two
variables on the boundary between domains. The interface kernel is based on a discontinuous
Galerkin approach and can impose conditions on both fluxes and variables across an interface.
However it is not designed to update and store stateful interface parameters, requiring a new
object called a interfaceMaterial.

A traction separation law is defined by a constitutive model linking the traction (t) on
both side of an interface to the displacement jump ∆u (e.g. Eq. 2.1). In what follow the
displacement jump will be defined as

t = f(∆u) (2.1)

∆u = uS − uM (2.2)
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where the superscripts S and M identify the slave and master surface of the cohesive inter-
face, respectively.

In general, finite elements works by minimizing the energy, defined as the inner product
between a variable field and a corresponding complementary generalized force. The MOOSE
tensor mechanics module solves for the displacements fields, thus nodal forces are the natural
component. Therefore, given the traction continuity required by the global equilibrium
condition we use the interface kernel to impose the following residual on each component
(denoted by the index i) of the displacement field:

RM
i =

(
tMi − tSi

)
ΨM

RS
i =

(
tSi − tMi

)
ΨS

(2.3)

where ΨM and ΨS are the test functions of the master and slave surfaces, respectively.
When using a discrete Galerkin approach we need to impose the residual on both side of the
interface with the correct sign. By imposing an equal and opposite residual we are enforcing
traction continuity, by minimizing the residual the interface kernel weakly imposes stress
equilibrium.

The MOOSE interface kernel can impose a residual only on a pair of scalar variables (one
on each side of the interface). Thus, to completely describe a 3D cohesive law, one need to
use three interface kernels, one for each component of the displacement field. Furthermore,
cohesive interface laws typically work on the element natural coordinate system (e.g. the
normal component of the displacement jump is always perpendicular to the element face and
the tangential components are always embedded in the plane of the element face). However,
MOOSE requires the residual in global reference system. Rotation operators are required
to make these changes of coordinates. These rotation procedures are standardized and have
been implemented into the cohesiveMaterialBase class created to handle CZM.

2.4 Results

A few test case simulations have been used to validate our implementation. The non-stateful
traction separation law used for testing the model is the phenomenological, 3D coupled,
mixed mode cohesive zone model called 3DC proposed by Salehani and Irani [44] and de-
scribed by the following equation:

ti =
σiλi ∆ui

δi
exp

[
−

3∑
j=1

(
∆uj
δj

)α
j

]
(2.4)

where the indexes i and j identify the opening (i, j = 1) and sliding modes (i, j = 2, 3), σi is
the maximum allowable stress , δui is a reference displacement jump and α and λ are model
parameters defined below.

α =

{
1 i, j = 1
2 i, j 6= 1

λ =

{
e i, j = 1√
2e i, j 6= 1

(2.5)
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i σi [MPa] δi [mm] ∆uσMAX
i [mm]

Normal 1 100 1 1
Tangential 2,3 70 0.5 ≈0.35

Table 2.1: 3DC parameters used in all cohesive modeling simulations

E [GPa] ν
50e7 0.3

Table 2.2: bulk material property for cohesive simulations

The value of ∆ui at which maximum stress will occur is

∆uσMAX
i =

δi√
αi

(2.6)

This model has been selected as a candidate for development because it has a continuous
cohesive behavior with respect to the displacement components, thus allowing us to work on
implementing the required MOOSE features without worrying about convergence problems
caused by discontinuities in the cohesive law. The cohesive parameters and bulk material
parameters used in the simulations are listed in Table 2.1 and 2.2, respectively. Results
are presented in terms of interfacial stress components and not the tractions, because the
stresses are easier to compare with the 3DC model parameters which are defined in terms
of stress.

Figures 2.4 and 2.5 depict results for simple opening and simple shear. Opening and
shear are applied by imposing a monotonically increasing displacement on the top block. As
expected, the maximum stress is obtained at theoretical values of 1 and ≈ 0.35 [mm] for the
pure opening and pure sliding condition, respectively (compare with Table 2.1).

Figure 2.6 shows CZM results for mixed mode conditions. In this case a complex dis-
placement has been imposed to the top surface (see Table. 2.3 ). As expected, all the
components of the interfacial stress exhibit their peak values at the same point in time (e.g.
≈ 45 [s]). This behavior is expected because the 3DC model assumes that all the component
of the displacement jump contribute to the interface response. Furthermore, the value of
each component of interfacial stress are proportional to the displacement jump imposed in
each direction (e.g. the higher jump in the normal direction imposes a higher interfacial
stress in that direction).

To further validate the CZM implementation, we also considered a simulation with a
more complex geometry. In this simulation the top block is further partitioned to include a
multi point junction on the interface. There are three interface: (i) one between Blocks 0
and 1, (ii) one between Blocks 0 and 2 and (iii) one between Blocks 1 and 2 (see Fig. 2.7).

Displacement rate [mm/s]
X Y Z

0.0025 0.005 0.01

Table 2.3: Imposed displacement rates for the mixed mode simulation (Figure 2.6)
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a

c

b

Figure 2.4: Demonstration of the cohesive interface response for pure normal displacement
(z direction). (a) undeformed configuration; (b) 3D view of the mesh (color scale represents
the displacement magnitude); (c) cohesive interface response with respect to the applied
normal displacement.
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a

c

b

Figure 2.5: Demonstration of the cohesive interface response for an applied pure shear dis-
placement (y direction). (a) undeformed configuration; (b) 3D view of the mesh (color scale
represents the displacement magnitude); (c) cohesive interface response with respect to the
applied tangential displacement displacement.

ANL-ART-143 13



Evaluation of statistical variation of microstructural properties and temperature effects on creep

fracture of Grade 91
September 2018

a

c

b

Figure 2.6: Demonstration of the cohesive interface response for an applied mixed-mode
displacement condition (x,y and z). (a) undeformed configuration; (b) 3D view of the mesh
(color scale represents the displacement magnitude) and arrows represent the displacement
of the interface; (c) cohesive interface response with respect to the simulated time. The
tangential component of the average interface stress are parallel to the x and y axis.
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All the interfaces and blocks have been assigned the same properties. The bottom surface of
Block 0 is kept fixed while a constant displacement rate of of 0.01 [mm/s] is imposed on the
top surface of Block 2 in the Z direction. On the same surface the X and Y and displacement
components are fixed to 0. The surfaces of Block 1 do not have boundary conditions applied.
The average interface stress of each face of Block 2 is depicted in Fig. 2.7(c) as a function of
time and partitioned for each stress component. Face Z of Block 2 is subject only to opening
mode, while faces X and Y are subjected to opening plus sliding.

The maximum stress for Face Z happens at a model time of 100 [s] (e.g. imposed dis-
placement jump of 1 [mm]), as expected. Moreover, faces X and Y show the same normal
stress values and opposite and equal sliding stresses, which again, are expected because of
the symmetry of the problem. For Faces X and Y, the difference in the time of the peak
stress for sliding and opening component is a consequence of the complex motion of Block 1
with respect to Block 2. This complex motion is generated by both the imposed boundary
conditions and the mechanical response of the interface between Block 0 and Block 1.

The implementation achieves quadratic convergence in all the simulations, using the
standard Newton’s method as the nonlinear solver. This implies the implemented Jacobian
of the equations is consistent.

2.5 Stress assisted vacancy diffusion

In a previous report [31] a diffusional strain mechanism was proposed and embedded into
WARP3D to account for vacancy-induced diffusional creep. In this section we present im-
proved model of grain bulk diffusional creep that leverages MOOSE’s multiphysics capabili-
ties.

Assuming that defect diffusion is driven by both concentration and a pressure gradient,
the defect flux can be written as

J = −D∇c+ kp c∇P (2.7)

where D is the diffusion coefficient, c is the defect concentration, P is the pressure and kp
is a convection coefficient. As a first order approximation we will consider D and kp as
isotropic material constants. Including mass conservation, the governing equation for the
stress assisted diffusion can be written as:∫

V

dc

dt
dV =

∫
V

∇(D∇c− kp c∇σH)dV (2.8)

where the pressure P has been written in terms of the hydrostatic stress σH . From a me-
chanical perspective, defects induce a eigenstrain in the material, thus affecting the material
response. With an eigenstrain the stress divergence equation becomes:∫

V

∇ · σdV =

∫
V

∇ · (C : (ε− α (c− c0) I)) dV = 0 (2.9)

where C is the elastic stiffness, c0 is the stress-free defect concentration, α is the coefficient
relating the defect concentration to the volumetric strain and I is the second order identity
tensor.
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a b

c

Figure 2.7: Demonstration of the cohesive interface response for an applied normal displace-
ment on the top surface of Block 2: (a) undeformed configuration; (b) 3D view at maximum
shear load for the side faces of Block 2; (c) response of the cohesive interface on each face of
Block 2 with respect to model time. Each line represent a component of the average stress.
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The defect concentration is coupled to the hydrostatic stress and vice versa. Therefore,
Eqs. 2.8 and 2.9 need to be solved simultaneously. The MOOSE tensor mechanics module
already allows for eigenstrains coupled to arbitrary field variables. The complete problem
then only requires implementing a kernel for the divergence term. This starts from identifying
the residual 2.10 and using the divergence theorem to compute its weak form as

R =

∫
V

(
dc

dt
+∇(−D∇c+ kp c∇σH)

)
dV (2.10)

Rweak =

∫
V

(
dc

dt
Ψ +D∇c · ∇Ψ− kp c∇σH · ∇Ψ

)
dV (2.11)

where Ψ represents a test function and the surface integral resulting from applying the
divergence theorem have been omitted. Equation 2.11 is unstable if the convection term
dominates the diffusion term. To prevent oscillations, a streamline upwind, Petrov-Galerkin
stabilization scheme is adopted. This stabilization can be implemented by adding a term to
the weak form residual:

RMOOSE = Rweak · (1 + τ (kp c∇σH · ∇Ψ)) (2.12)

where τ is a function of the mesh size and timestep and defined as

τ =
4

∆t2
+ 4

(‖kp∇σH‖
h

)2

+ 9

(
4D

h2

)2

(2.13)

where ∆t is the simulation time step and h is the element length.
Three simulations, described here, show the effect of including stress assisted vacancy

diffusion. The three simulations consists of an elastoplastic, cylindrical notched specimen
subject to axial tension. The first simulation completely neglects the effect of stress-assisted
diffusion (i.e. D and kp are set to 0), in the second simulation the diffusion term is included,
and in the third simulation the convective term is also included. Table 2.4 summarize the
physics embedded in each simulations.

The material parameters used in the simulations are: Young modulus E = 21.5 [GPa],
Poisson ratio ν = 0.3, yield strength σY = 445 [MPa], α = 0.001 [m3/mol] and c0 =
0 [mol/m3]. The diffusion parameters have been set as D = 1 [m2/h], kp = 0.1 [m2/(hMPa)].
All the simulations have the same imposed mechanical boundary conditions of a continuously
imposed strain rate ε̇ = 0005 [1/h] on the top surface of the cylinder and a fixed bottom
surface.

For the simulations including diffusion a concentration flux Φ = 1 [mol/(hm2)] is imposed
on the side surface of the cylinder while zero flux is imposed on top and bottom surfaces.

Figures 2.8(a)-(c) compare the hydrostatic stress distribution in the middle of the speci-
men for the three cases. Figures 2.9(a)-(c) compare the distribution of the von Mises equiv-
alent stress. For both figures, the simulations results are depicted at 3% nominal strain.
Both the distribution of the hydrostatic stress and the von Mises stress vary depending on
the physics included in the simulations. Subfigures 2.8(d) and 2.9(d) show the volume av-
erage hydrostatic and equivalent von Mises stress, respectively, as function of the nominal
applied strain. The reference model exhibits the stiffest response, while the models including
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Simulation
Included Physics

Mechanical Diffusion Convection
Reference Yes No No
Only Diffusion Yes Yes No
Diffusion Convection Yes Yes Yes

Table 2.4: Embedded physics in test case simulations.

diffusion are more compliant. This result is expected because injecting defects increases the
specimen volume (and therefore its length) without imposing additional stresses. Thus some
of the imposed deformation is accommodated by vacancy motion, rather than lattice strain.

This simple example shows that explicitly considering stress-assisted defect diffusion can
significantly affect the mechanical response of a system. This simple implementation will
serve as a basis to include diffusion assisted creep behavior in both the crystal plasticity and
the GB models. The approach proposed here is similar to the one proposed by Pu et al. [40]
however, when development will be completed, MOOSE will allow to simultaneously solve
the mechanical and vacancy diffusion problem on all the domain.
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a b

c d

Figure 2.8: (a)-(c) Distribution of the hydrostatic stress for the three simulations, details in
Table 2.4. (d) The volume-average hydrostatic stress with respect to the applied nominal
strain.
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a b

c d

Figure 2.9: (a)-(c) Distribution of the von Mises equivalent stress for the three simulations,
details in Table 2.4. (d) The volume average von Mises equivalent stress with respect to the
applied nominal strain.
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3 The effect of temperature on the model parameters

The final microstructural model for creep rupture in Grade 91, described in full in previous
reports [9, 31], combines a crystal plasticity model for the grain bulk deformation and a
cavitation model coupled to linear viscous grain boundary sliding for the grain boundary
deformation. This composite model has successfully reproduced long-term experimental
creep test data at 600◦ C and been used to predict creep-rupture properties and notch
effects in Grade 91 material [31].

The model is physically based — the model parameters can be related back to the under-
lying physical mechanisms of dislocation and diffusion mediated inelastic deformation and
void growth. The model parameters are either physical constants or are basic, measurable
properties of the material like the bulk diffusivity. The approach to date has required cal-
ibration to experimental data to determine parameters related to the strength of internal
barriers to dislocation slip, void nucleation, and void growth. Despite requiring calibration
the model retains better explanatory and extrapolatory power than an empirical, macroscale
creep model. Even though the physical model parameters are calibrated to experiments, they
directly represent the underlying physical deformation mechanisms. These mechanisms re-
main the same under different loading conditions or at different temperatures.

One advantage of a physically-based model is that the material constants should obey
some physical temperature scaling law. This means that, ideally, the constants determined
for the 600◦ C should be able to be scaled to higher or lower temperatures without requiring
recalibrating the model to new experimental data. This process requires identifying the
temperature-dependent material properties, determining the appropriate scaling rule, and
determining the physical constants governing that scaling relation. This chapter follows
this process for the existing Grade 91 model with the goal of extending the model to cover
temperatures in the range of 450◦ to 650◦ C, which includes the expected operating conditions
for SFR designs.

3.1 Material properties and scaling rules

Tables 3.1 and 3.2 list the material properties defining the composite model for grain and
grain boundary deformation. Included in the table are the values of the parameters used in
the previous 600◦ C study. Additionally, the tables comment on whether the parameters are
temperature dependent or not and provide a suggested, physical scaling relation.

Empirical scaling, used only for the elastic constants, is a best-fit polynomial to tabulated
values. While there are several physically-motivated models for elastic properties [34, 48]
these values are also widely tabulated from exact experimental measurements. They can
be taken as a well-studied constant relating to the atomic lattice. The composite model
approximates the single crystal elastic response as isotropic and so the shear modulus, used
in several of the temperature scaling relations below, is defined by the temperature-dependent
Young’s modulus and Poisson’s ratio.

MTS scaling is based on the concepts of the Mechanical Threshold Stress model for the
macroscale material flow stress [10, 22], extended to microscale crystal modeling by Kok
et al. [25]. Kok et al. [25] demonstrate that the MTS model has a strong connection to
the physics of thermally-activated dislocation recovery. At fixed strain rate, the form of the
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Property Symbol Value at 600◦ C Units Thermal? Scaling
Young’s Modulus E 150000 MPa Yes Empirical
Poisson’s ratio ν 0.285 - Yes Empirical
Initial obstacle strength τy 40 MPa Yes MTS
Saturated obstacle strength τv 12 MPa Yes MTS
Rate sensitivity n 12 - Yes Kocks-Mecking
Initial hardening slope θ0 800.0 MPa Yes Shear modulus
Voce exponent m 1 - No -
Bulk diffusivity DG 1.2× 10−9 MPa−1 · hr−1 Yes Arrhenius
Reference strain rate ¯̇γ0 9.55× 10−8 hr−1 Yes Kocks-Mecking

Table 3.1: Parameters for the grain bulk part of the composite model.

Property Symbol Value at 600◦ C Units Thermal? Scaling
GB viscosity η 1.0× 106 MPa · hr ·mm−1 Yes Arrhenius
Initial cavity radius a0 5.0× 10−5 mm No -
Initial cavity spacing b0 0.06 mm No -
GB diffusivity DGB 1.0× 10−15 MPa−1 · hr−1 ·mm3 Yes Arrhenius
Cavity half-angle ψ 75 degrees No -
Nucleation stress Σ0 200 MPa Unknown -
Nucleation rate FN/NI 2× 104 - Unknown -
Nucleation exponent β 2 - Unknown -

Table 3.2: Parameters for the grain boundary part of the composite model.
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microstructural MTS model is

τ = τ̂

{
1−

[
kT

µb3g0

]1/q
}1/p

(3.1)

where τ̂ is the mechanical threshold stress — the slip resistance at absolute zero temperature,
k is the Boltzmann constant, T is absolute temperature, µ is the temperature-dependent
shear modulus, g0 is some normalized thermal activation energy, b a characteristic Burgers
vector, and q and p describe the shape of the microscale energy barrier. A shear modulus
scaling indicates the property scales linearly with the shear modulus. This is the case for
the initial hardening slope in both the classical and microstructural MTS models [22].

Kocks-Mecking scaling denotes a temperature scaling law derived from the work of Kocks
and Mecking [22, 23, 30]. Applied to the classical power law viscoplastic model [31], the
Kocks-Mecking scaling predicts the rate sensitivity exponent scales as

n = − µb3

AkT
(3.2)

where A is some constant and the remaining parameters are defined previously. The theory
predicts the reference strain rate will have some moderate temperature dependence, varying
inversely with the shear modulus.

Both the grain bulk and grain boundary diffusivity should scale with a classical Arrhenius
form

D = D0e
− Q

RT (3.3)

where D0 is a constant (the diffusivity at absolute zero temperature), Q is an activation
energy and R is the gas constant. These constants have been determined for various alloys
and pure materials [12].

Early work by Gifkins and Snowden [14] implies a grain boundary viscosity scaling rela-
tion of

η =
AkT

DGB

(3.4)

where A is the proportionality constant. Raj and Ashby [41] confirms this general scaling
relation and provides a theoretical expression for the prefactor. Langdon [26] derives a similar
scaling relation but argues that the stress exponent should be 2, rather the 1 for linear viscous
behavior. Later work by Koike et al. [24] has a similar functional relation, but replaces the
explicit dependence on the grain boundary diffusivity with a general, thermally-activated
scaling relation

η =
AkT

µ exp
(
− Q
RT

) . (3.5)

Additionally, these authors allow a general power law dependence on stress. For this work
we adopt the simpler form, Eq. 3.4, as the temperature dependence of the grain bound-
ary viscosity is fully defined once the scaling for the grain boundary diffusivity has been
determined.

The microstructural parameters describing the initial grain boundary cavity distribution
are temperature independent, as they are the result of prior processing before the start of a
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Parameter 25◦ C 450◦ C 500◦ C 550◦ C 600◦ C 650◦ C
E (MPa) 213000 182000 179000 175000 165000 155000
ν (-) 0.29 0.302 0.305 0.308 0.309 0.312
µ (MPa) 82600 69900 68600 66900 63000 59000

Table 3.3: Temperature dependent elastic constants.

test or service loading. The temperature dependence of the Voce exponent is unknown but
likely to be relatively small.

This leaves only the nucleation parameters for the grain boundary cavitation model.
There is little to no information available in the literature on the temperature dependence of
void nucleation via non-radiation induced mechanisms. As a first approximation the current
model keeps this parameters fixed to the values calibrated at 600◦ C.

3.2 Determining the scaling constants

The previous section describes the form of the material property scaling relations for the
temperature-dependent model properties. This section determines the scaling parameters
from available literature data. The approach adopted here is to use the literature data to set
the temperature scaling constants, but then uniformly scale the final model so that all the
temperature-dependent constants, with the exception of the elastic constants, pass through
the previously-calibrated values at 600◦ C.

The temperature-dependent Young’s modulus of Grade 91 steel was measured in Taka-
hashi [52]. Takahashi provides values at 550◦, 600◦, and 650◦ C. These values were supple-
mented with the Grade 91 standard value of 213 GPa at room temperature and interpolated
linearly between points to generate the values listed in Table 3.3.

Hirose et al. [17] provides temperature-dependent values of Poisson’s ratio for a ferritic-
martensitic steel very similar to Grade 91. These values were used to produce the properties
in Table 3.3.

Assuming elastic isotropy, as with the previous model for Grade 91, the Young’s modulus
and Poisson’s ratio can be used to compute the temperature-dependent shear modulus. Table
3.3 lists these values along with the rest of the elastic constants. Note the properties in Table
3.3 do not match the values used in the previous simulations at 600◦ C. Rather than scaling
the values to match we used the new 600◦ C values of the elastic constants for the simulations
in this chapter.

τy is the initial obstacle density strength opposing dislocation motion. This parameter
is tied to the material yield stress. Figure 3.1 plots the temperature-dependent yield stress
of Grade 91 as tabulated in Section III, Division 5 of the ASME Boiler and Pressure Vessel
Code [3]. The Code values of Sy lower bound the measured temperature-dependent yield
stress of the actual material. However, this scaling will be lost when the data is rescaled to
match the microscale parameter at 600◦ C — the Code data here just gives the temperature
dependence of the initial obstacle strength and not the actual values. The line overlaying the
points representing the Code data is a best-fit to the MTS model described by Eq 3.1. This
best-fit line, scaled to match the calibrated 600◦ C values of τy, provides the temperature-
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Figure 3.1: The points are values of the temperature-dependent Sy for Grade 91 from the
ASME Code. The line is a best-fit to the MTS form.
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Figure 3.2: Best fit of the MTS form to the difference between the ASME Code Su and Sy.

dependent values listed in Table 3.4.

The ASME Code also provides temperature-dependent values of the ultimate tensile
strength, Su. The temperature dependence of the microstructural parameter τv is propor-
tional to the amount of work hardening in the material, roughly Su − Sy. Figure 3.2 shows
a plot of this difference and a best-fit line to the MTS form. As with τy, this fit, rescaled to
match the calibrated parameter at 600◦ C, provides the values of τv shown in Table 3.4.

The initial hardening slope, θ0 scales with the shear modulus. Table 3.4 provides values
of this parameter using the temperature-dependent shear modulus defined above.

The value of the scaling constant A in Eq 3.2 can be determined from the previously
calibrated value of the rate sensitivity exponent n at 600◦ C, the temperature-dependent
shear modulus, and the Burgers vector length for α-Fe of b = 2.74 Å, Table 3.5 shows the
resulting temperature-dependent values of the rate-sensitivity exponent and the reference
strain rate. As described above, the reference rate scales inversely with the shear modulus.

Determining the temperature dependence of the grain bulk and grain boundary diffu-
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Parameter 450◦ C 500◦ C 550◦ C 600◦ C 650◦ C
τy (MPa) 60.1 55.1 49.3 40.0 28.8
τv (MPa) 20.9 18.5 15.8 12.0 7.74
θ0 (MPa) 888 871 850 800 749

Table 3.4: Values of the dislocation creep strengths τy and τv and the initial hardening slope
θ0.

Parameter 450◦ C 500◦ C 550◦ C 600◦ C 650◦ C
n (-) 16.1 14.8 13.5 12.0 10.6
¯̇γ0 (hr−1) 8.61× 10−8 8.77× 10−8 9.00× 10−8 9.55× 10−8 1.02× 10−7

Table 3.5: Temperature dependent rate sensitivity constants.

sivities requires identifying an activation energy associated with the appropriate diffusion
mechanism. Frost and Ashby [12] provides values of these activation energies, for both grain
boundary and bulk diffusion, for a Cr-Mo-V steel. While this material does not exactly
match Grade 91’s chemical composition, it should be sufficiently similar to determine the
temperature dependence of these model parameters by scaling to match the calibrated values
at 600◦ C. The Frost and Ashby values for the two mechanisms are:

QG = 239 kJ/mol (3.6)

QGB =174 kJ/mol. (3.7)

Based on these values Table 3.6 lists the temperature-dependent diffusivity for both grain
bulk and grain boundary diffusion. Equation 3.4 can then be used to compute the values of
the sliding viscosity, which are also listed in Table 3.6.

Figures 3.3 shows calculated creep curves using the scaled model parameters at a con-
stant load of 150 MPa and from temperatures from 450◦ to 650◦ C. The scaled parameters
reasonably describe the effect of temperature on the creep rate and rupture life. Increasing
the temperature increases the creep rate and decreases the time to tertiary creep.

3.3 Comparing the temperature-dependent model to experimental data

To test the temperature-dependent creep curves predicted by the model this section compares
simulated creep tests to available experimental data. The experimental data used in these
comparisons was extracted from references [7, 19, 29, 49, 50, 60].

Parameter 450◦ C 500◦ C 550◦ C 600◦ C 650◦ C
DG (MPa−1hr−1) 1.30× 10−12 1.69× 10−11 1.62× 10−10 1.20× 10−9 7.12× 10−9

DGB (MPa−1 · hr−1 ·mm3) 6.93× 10−18 4.50× 10−17 2.33× 10−16 1.00× 10−15 3.66× 10−15

η (MPa · hr ·mm−1) 1.19× 108 1.97× 107 4.04× 106 1.00× 106 2.89× 105

Table 3.6: Temperature dependent grain bulk diffusivity, grain boundary diffusivity, and
grain boundary sliding viscosity.
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Figure 3.3: Model simulations of creep at 150 MPa and several different temperatures.

Figures 3.4 first shows a comparison between the model and the available experimental
data at 600◦ C. Recall this temperature was where the original model was calibrated to the
Kimura data. This plot then is nearly a duplicate of the previous results except:

1. The elastic constants have been altered slightly, as described above.

2. This plots show a comparison to additional experimental data obtained by other re-
searchers using different batches of Grade 91 material.

The change in the elastic constants does not significantly change the simulated creep curves.
Though not specifically labeled, it is obvious from the plots which of the experimental data
comes from Kimura’s work, as the model and experimental curves closely agree. However,
the other available experimental data at these conditions shows a much softer response —
more creep deformation in the same period of time and a shorter rupture life. Kimura’s
material seems to generally be more creep-resistant than average Grade 91 material at high
temperatures, a trend we should expect the physically based model to replicate.

Figures 3.5, 3.6, and 3.7 then plot similar comparisons at 650◦, 550◦, and 500◦ C, re-
spectively. There was insufficient creep data to make a comparison at 450◦ C. These figures
use the temperature-dependent parameters described above, based on the physical scaling
laws. There is no additional calibration to experimental data. Overall, the simulated creep
curves at the new temperatures compare reasonably with the experimental data. The model
predicts a stiffer creep response than most of the non-Kimura experiments at 650◦ C, which
accords with Kimura’s material being more creep-resistant than the average response of
Grade 91 at high temperatures. The model generally matches the experimental average
behavior at 500◦ and 550◦.

Overall, the proposed method of scaling calibrated model parameters to different tem-
peratures produces good agreement to the available creep test data. This is significant as
the process requires no additional calibration – the comparisons shown in this section are
true validation tests of the model predictions. This new temperature-dependent model can
now be used to repeat many of the useful predictions described in previous reports at 600◦
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Figure 3.4: Comparison between the physically-based CPFEM model and experimental re-
sults at 600◦ C. The figure plots the experimental data in black and the model results in
red.

C. For example, we can use the model to assess notch strengthening or weakening in Grade
91 at lower temperatures more representative of SFR operating conditions.

In engineering use, Grade 91 creeps at temperatures approximately between 450◦ and
650◦ C. Below 450◦ C creep becomes negligible and the alloy has very little creep strength
above 650◦ C. Therefore, this model captures the full creep regime. Based on the accuracy
of the model predictions, it is reasonable to assume that the material mechanisms governing
creep deformation and represented in the physical model remain the same over these temper-
atures. For other materials caution would be needed to ensure that new creep mechanisms
do not become active as the parameters are scaled farther and farther from the calibration
temperature. However, the general approach outlined here could be used to develop tem-
perature dependent CPFEM models for additional materials by calibrating to experimental
data at a single temperature and scaling the resulting parameters based on the physical
scaling laws described above.
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Figure 3.5: Comparison between the physically-based CPFEM model and experimental re-
sults at 500◦ C. The figure plots the experimental data in black and the model results in
red.
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Figure 3.6: Comparison between the physically-based CPFEM model and experimental re-
sults at 550◦ C. The figure plots the experimental data in black and the model results in
red.
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Figure 3.7: Comparison between the physically-based CPFEM model and experimental re-
sults at 650◦ C. The figure plots the experimental data in black and the model results in
red.
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4 Incorporating microstructural statistical variation in the model

Grain boundaries (GBs) are the surface shared by two adjoining crystals. The GB properties
are determined by the arrangement of atoms on either side of the GB. This arrangement of
atoms generates the so-called GB character which is responsible for the statistical distribution
of GB properties in an actual material. The GB character is defined by five macroscopic
parameters [15]. Of the five parameters, three are related to the difference in the lattice
orientation between the two adjacent crystals (i.e. disorientation) and the other two are
related to orientation of the GB plane. Therefore to correctly compute a GB property, such
as the GB diffusivity (DGB) and sliding viscosity (ηGB), all the five parameters need to be
taken into account. However, experimental or atomistic simulation data current does not
exist to directly map the five GB parameters onto material properties of interest. A simpler
approach would find some intermediate, scalar parameter that directly describes the GB
properties of interest.

An early study by Aaron and Bolling [1, 2] advocated the excess free volume as a promis-
ing scalar GB parameter. In a recent work, Shvindlerman et al. [46] presented an experimen-
tal methodology to measure the excess free volume for all kinds of GBs. However, extensive
datasets describing the excess free volume in relations to the five parameter GB space are
not available in the literature for body-centered cubic (BCC) crystals such as α-Fe.

Olmsted et al. [37, 38] computed the properties of 388 GBs via molecular dynamic simu-
lations for two different face-centered cubic (FCC) crystals materials. The pool of simulated
GB was constructed to span a vast region of the 5 parameters GB space, focusing on low
index GBs (e.g. the [100],[110],[111]) but also including a few high-index axis GBs. A mod-
erate correlation between GB energy and GB excess free volume was found. Wolf [56, 57, 58]
investigated the correlation between the GB energy and the excess free volume for both
FCC and BCC metals via atomistic simulations. Their finding suggested that GB energy
and excess free volume are strictly related. Wolf [56, 57, 58] also noticed that the strength of
such correlation (and therefore the scatter in the data) is strictly related to the choice of the
MD potential. Cao et al. [5] argued that the moderate correlation between the GB energy
and excess free volume found by Olmsted et al. [37, 38] can be improved by using by density
functional theory results. Cao et al. [5] combined their own results with others available in
the literature and found a strong linear correlation between GB energy and the GB excess
free volume. Therefore, it is reasonable to correlate the GB excess free volume to the GB
energy. In this work will use the GB energy as a surrogate of the GB excess free volume to
determine GB material property.

Ratanaphan et al. [43] performed a similar calculation to [37, 38] but for two body
centered cubic crystal materials (Fe and Mo) and for 408 different GBs. The five parameters
GB space was divided to favor low indexe GBs but to also include a few ( 30%) high index
boundaries. The dataset including the five parameters GB character and the corresponding
calculated GB energy are available for use as supplementary material of [43]. This dataset will
be used in the remainder of this chapter as the basis to calculate and assign crystallographic
dependent GB properties. Figures 4.1(a) and (b) depicts the distribution of GB energy
obtained by Ratanaphan et al. [43] as function of the disorientation angle and Σ value,
respectively, for BCC Fe. Highlighted data represents Σ 3 GBs. The Σ value of a GB
represents the inverse of the number of coincident site lattice (CSL) points between the two
adjacent crystals [42]. Neither the disorientation angle nor the Σ value of a CSL GB directly

ANL-ART-143 31



Evaluation of statistical variation of microstructural properties and temperature effects on creep

fracture of Grade 91
September 2018

correlate to the its energy.
Patala and Schuh [39] proposed a methodology to identify the fundamental zone 1 of

each CSL GB. Specifically, given a disorientation (axis and angle) they identified the space
including all the possible GB normals that can exist. Homer et al. [18] analyzed the results
obtained in [37, 38] for Ni and Al. Homer et al. [18] computed the fundamental zone of
each GB and investigated the correlation between the GB properties and the GB normal
orientation. They found the GB energy is an almost monotonic function of the misalignment
between the GB plane normal and the disorientation axis. Specifically, they observed that for
GBs with a normal aligned with [100] and [111] axis the GB energy decreases monotonically
while moving from a pure twist GB towards a pure tilt GB. The opposite was observed for
GB with normal aligned with [110] axis.

Tschopp and McDowell [53] investigated the effect of the orientation of GB normal for Σ 3
GBs. They defined the inclination angle, Ψ, as the relative rotation of the GB plane around
the tilt axis. The inclination angle was defined to exhibit a zero value for the Σ 3 minimum
energy configuration (i.e. pure twist, coherent twin boundary) and a value of 90◦ for the
Σ3 maximum energy configuration (i.e. pure tilt, symmetric incoherent twin boundary ).
They also proposed an interpolating function based on the inclination angle to compute the
energy of Σ 3 GB with a generic GB inclination angles Ψ as

E (Ψ) = ECTB cos Ψ + ESITB sin Ψ (4.1)

where the subscripts CTB and SITB stands for coherent and symmetric incoherent twin
boundary, respectively. In this work we extend the definition of inclination angle given by
Tschopp and McDowell [53] to be independent from the GB CSL (Σ) character and directly
related to the GB fundamental zone as

Ψ = tan−1

(
αT
αTW

)
(4.2)

where αT and αTW are the tilt and twist angle of a generic GB. The angle Ψ defines the
orientation of the disorientation axis relative to the GB normal. Therefore, Ψ = 0◦ identifies
a pure twist GB and Ψ = 90◦ identifies a pure tilt GB. All the values in between these two
extremes represent a mixed character GB. However, not all the CSL GBs present in the
database have been evaluated for the lowest and maximum energy configuration therefore
Eq. 4.1 cannot be used to interpolate the GB energy. To overcome this issue, a best-fit
polynomial interpolation will be used in this work.

Han et al. [16] investigate the correlation between the inclination angle and the GB sink
efficiency in pure Cu by measuring the width of the void-denuded zone (i.e. the region of
material without voids in proximity of a GB). Results show that the width of void-denuded
zone is almost 0nm for a pure twist Σ 3 GB and monotonically increases as the GB moves
towards a pure tilt Σ 3 GB. Figure 4.2(a) is a direct comparison between the GB energy and
void denuded zone width for FCC. The behavior of BCC materials is complementary to the
one of FCC materials [21], exhibiting the lowest energy for pure tilt in the case of Σ 3 GB.
Using this FCC-BCC duality, the GB sink efficiency data obtained by Han et al. [16] for Cu

1a fundamental zone is smallest subset of the entire space required to represent the character of a GB
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Figure 4.1: Grain boundary energy for BCC Fe as function of disorientation angle (a) and
Σ value (b). Highlighted values of GB energy for all the simulated Σ 3 GBs. Data from [43]
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can be correlated to the GB energy of BCC Fe by using the reciprocal of the inclination
angle defined as

Ψ∗ = |90◦ −Ψ| (4.3)

Figure 4.2(b) depicts the results of this comparison showing the same trend exhibited in
4.2(a). Given the results of Tschopp and McDowell [53], Han et al. [16], Homer et al. [18]
and the observations for Figure 4.2(a) and (b) the energy of GB that can be classified as a
low Σ GB will be approximated as a function of the Σ value and the inclination angle as
defined in Eq. 4.2.

For each value of 3 ≤ Σ ≤ 99 the available GB energy data are used in conjunction with
the definition of incliantion angle (Eq. 4.2 ). For each sigma value four best-fit polynomial
approximations (constant through third order) are generated and manually checked to select
the most appropriate. Figure 4.3 depicts an example of approximating the GB energy of Σ 3
GBs with the inclination angle. In this case the third order polynomial was selected as best
approximation. This procedure is applied to all CSL GBs available in the database. The
best-fit polynomial is then used to the represent the energy of each CSL GB for Σ ≤ 99.

4.1 Correlating the GB energy to five parameters grain boundary space

We adopt the following interpolation scheme to correlate the five GB parameters to GB
energy. First, of all each of the 695 GB present in the RVE need to be classified either as
a CSL or random GB. Because low energy GBs (e.g. GB energy lower than 0.8J/m2) are
observed only for Σ ≤ 99 we will first limit the classification to this range (see Fig. 4.2(b)).

Figure 4.4(a) shows the results of the classification procedure. The black line represents
the distribution of GB disorientation angle, which is very close to the theoretical GB dis-
orientation distribution calculated by Mackenzie [28]. This shows that RVE is large enough
to represent the actual random GB disorientation distribution. Figure 4.4(b) shows the
area weighted distribution for each CSL GB found in the RVE. As one would expect, the
most common CSL GB is Σ 3, with an area fraction just over 3%. Other common GBs are
Σ 5, 9, 11 with area fractions just above 1%. These area fractions are in good agreement with
the theoretical predictions of Morawiec et al. [33] for a material exhibiting a random texture.

For all the grain boundaries that are classified as random GB we assume a bilinear
dependence of the GB energy as function of the disorientation angle: for a disorientation
angle 0◦ < θ ≤ 22◦ the energy is assumed to vary linearly from 0 to 1.22 Jm−2 while for
θ ≥ 22◦ the GB energy is assumed to be equal to 1.22 Jm−2. Furthermore, because the
lack of data in the literature about the energy of random GB some random variance has
also been assumed. In the final model, the random GB energy is drawn from a normal
distribution centered about the mean bilinear model and with variance varying linearly
from 0 to 0.05 Jm−2 for 0◦ < θ ≤ 22◦ and equal to 0.05 Jm−2 for θ ≥ 22◦. This distribution
envelopes the energy for random GBs is depicted in Figure 4.5, compared to the data available
from [43].

Figure 4.6(a) depicts the energy assigned to all the GBs present in the RVE. Many high
angle CSL GBs exhibit energy values much lower than random GBs. The GB showing the
lowest energy is a low-disorientation random GB. For CSL GBs, the lowest energy value is
obtained for a disorientation of 60◦ (i.e. Σ 3 GB).
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Figure 4.2: (a) Comparison of Σ 3 GB energy (Ni) and void denuded zone width (Cu) as
function of the inclination angle. GB energy (blue points) data from [37] and void-denuded
zone (red points) data from Han et al. [16] (b) Comparison of Σ 3 GB energy (Fe) and void
denuded zone width (Cu) as function of the inclination angle. Note that void denuded zone
data have been plotted using Eq. 4.3. GB energy data from [43].
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Figure 4.3: Interpolation of the energy of Σ 3 GBs with respect to the inclination angle Ψ
using different polynomial orders.
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Figure 4.4: (a) Area-weighted disorientation distribution of the GBs present in the RVE.
The contribution of random and CSL boundaries is also highlighted. (b) Area fraction of
CSL GB for each Σ
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Figure 4.5: Comparison of the distribution of the energy of random GBs against data avail-
able from [43]

Figure 4.6(b) shows the area-weighted distribution of GB energy. The contribution of
random and CSL GBs to the overall energy distribution is also shown.

4.2 Choosing GB properties a functions of GB energy

The GB energy can be interpreted as a measure of the disorder of the crystalline structure.
As described above, the GB energy it is a good first-order correlator of the GB excess free
volume.

The task of this subsection is to select values of the GB parameters used in the physical
interface-cohesive model, described in Chapter 3. The GB deformation model has eight
physical parameters which are summarized in Table 4.1.

The GB sink efficiency is proportional to the GB free volume and it is directly related
to the GB diffusivity. Intuitively, vacancy diffusion inside a GB is easier when a higher free
volume is available. Therefore, the GB diffusivity, DGB, is assumed to be proportional to
the GB energy (e.g. higher energy, higher the diffusion coefficient). The GB viscosity, ηGB,
is inversely related to the GB diffusivity [14] (see Eq. 3.4).

Tschopp et al. [54] studied the correlation between mean vacancy formation energy and
the GB energy in α − Fe, finding an inverse correlation between the two variables. This
means that vacancy formation should scale with GB energy. Therefore, as a first order
approximation, we will assume the nucleation rate FN to be directly related to the GB energy.
The nucleation stress, Σ0, and the nucleation exponent, β, should also scale according to the
GB energy. However, as a first approximation we keep these parameters constant and rely
on the nucleation rate to capture the physical scaling of void nucleation with GB character.

There are few studies describing the distribution of the initial cavity radiius, a0, and
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Figure 4.6: (a) Energy of GBs present in the simulate RVE against disorientation angle; (b)
Area-weighted distribution of GB energies normalized against the total GB area) [43]
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Property Symbol Crystallographic? Scaling
GB viscosity η Yes ∝ E−1

GB

Initial cavity radiius a0 No -
Initial cavity spacing b0 No -
GB diffusivity DGB Yes ∝ EGB
Cavity half-angle ψ No -
Nucleation stress Σ0 No -
Nucleation rate FN/NI Yes ∝ EGB
Nucleation exponent β No -

Table 4.1: Decisions in the model on how to scale the GB parameters with GB energy (EGB).

cavity spacing, b0, as function of the GB character (see for instance [16]). The few data
available in the literature are scattered and do not show a strong correlation between the
GB character and the initial void spacing and size. Therefore, a0 and b0 are constant in this
model and do not scale with the GB energy.

The last model parameter is the cavity half-angle, ψ, which is geometrical parameter
related to the shape of void. This parameter is kept constant as it can be considered inde-
pendent from the GB character at CPFEM length scale.

To instantiate simulations and obtain a fair comparison between the model proposed in
this section and the original model with constant GB properties the distribution of each
parameter need to be scaled appropriately. The scaling approach used hereafter keeps the
area averaged crystallographic-dependent GB property , PAV GGB

, equal to the constant GB
property, PAV G, used in the original model. This can be stated in mathematical term as:

PAV G = PAV GGB
=

1

Atot

Ngb∑
i=1

Pi · Ai (4.4)

where Atot is the total GB area, Ngb is the total number of GBs present in the RVE, the
subscript i is an index representing a GB and P and A are a generic material property and
the area of i− th GB, respectively.

With the relationship between the GB energy and each GB property defined, the only
task left is assign the appropriate property range. In what follows we will assume a range
of variation of each property of two orders of magnitude. This range is based on the results
in Chapter 3, where the GB properties were observed by scale by about this much over a
temperature range of 300◦ C. Furthermore, because the GB energy is not evenly distributed
across the RVE, an optimization procedure is used to impose the selected range of variation
while enforcing the equivalence of the mean property value (e.g. Eq. 4.4).

Figures 4.7(a), (b), and (c) depict the area weighted distribution of the GB diffusivity,
viscosity and nucleation rate obtained by using the proposed approach. Vertical red lines
represent the location of the obtained maximum, minimum and mean value of the GB
properties. The actual values can be found in the plot legends. In all the distributions only
a small fraction of GBs exhibits property far from the mean value. The extreme values (e.g.
the imposed Max/Min) cannot be seen in the plot because they belong to only to one GB.
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Figure 4.7: Comparison of the distribution of GB properties obtained for 600◦ C using the
GB energy model and a two order of magnitude property range: (a) GB diffusivity, (b) GB
viscosity, (c) Nucleation rate
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Property Symbol Scaling Mean Value Imposed Min/Max Units
GB diffusivity DGB Direct 1e− 15 1e− 17 MPa−1 · hr−1 ·mm3

GB viscosity η Inverse 1e6 1e8 MPa · hr ·mm−1

Nucleation rate FN/NI Direct 1e4 1e2 Unknown

Table 4.2: Mean value and imposed range of the crystallographic GB properties.

4.3 Assessing the effect of crystallography-depedent grain boundary properties

The net effect of varying GB properties with the GB energy is to strengthen low energy GBs
and to weaken high energy GBs. A small fraction of GB will become much more resistant to
GB cavitation compared to the average properties in the previous simulations while most of
the GBs will become slightly more compliant. However the resulting microstructure will still
exhibit the same average GB properties. If creep rupture is weak link phenomenon in which
the weakest/stronger GB plays a significant role then the new simulations, which take into
account GB crystallography, should capture this behavior showing a different macroscopic
response. On the other hand, if creep rupture is not a weakest link phenomenon then we
should not see much macroscale difference between the two types of simulations, as both
simulations have the same average, macroscale properties.

Three pairs of simulations were used to examine the effect of including crystallographic
dependent GB properties. For each of the condition described in Table 4.4 one simulation
uses, fixed mean GB material properties (as in Table 3.2) and another simulation uses crys-
tallographic dependent GB properties. To compare results at the macroscopic length-scale
and better understand the influence of the different mechanism, the total creep rate has been
partitioned into different contributions as follows:

• Total Creep rate

1. Grain Creep rate

(a) Grain Elastic

(b) Grain Plastic

(c) Grain Diffusion

2. GB Creep rate

(a) GB Opening

(b) GB Sliding

The above quantities have been computed for both the effective creep rate (using the von
Mises effective strain) and the creep rate aligned with loading direction.

Figures 4.8, 4.9 and 4.10 depict the comparison of the decomposed effective strain rate
for 60, 100, and 140 MPa applied uniaxial loads. Figures 4.11, 4.12 and 4.13 depict the
same results but for the strain rate component aligned with the loading direction. Only very
small differences occur when comparing the in the macroscopic results for the two types of
models. The differences occur between the beginning of the simulation and a model time of

ANL-ART-143 42



Evaluation of statistical variation of microstructural properties and temperature effects on creep

fracture of Grade 91
September 2018

Simulation Stress level
Simulation time to breakdown
Standard New

#1 60 MPa 201734.064 [hrs] 188240.006 [hrs]
#2 100 MPa 39733.8335 [hrs] 42604.6018 [hrs]
#3 140 MPa 4674.68963 [hrs] 3949.27874 [hrs]

Table 4.3: Comparison of simulation time to breakdown between the standard and crystal-
lographic dependent GB model for different stress levels at 600◦C

10 hrs. Very small differences are observed for all the deformation mechanisms except for
bulk diffusion.

However, at some point between 10 and 100 hrs the differences between the response of
the two models almost vanishes. At the beginning of primary creep the standard model show
lower creep rate than the GB sensitive one. The higher diffusivity and lower viscosity of al-
most half of the GB population (see 4.7) enhances the overall GB sliding contribution. After
approximately one 1 hr the trend reserve and the overall GB creep rate of the standard model
becomes higher. At this point the effect of GBs with higher viscosity and lower diffusivity
becomes relevant. The stronger than average GBs impose higher cohesive tractions thus
preventing additional opening and sliding. This mechanism prevents the weak GBs from
continuing to sliding, thus lowering the overall GB contribution to the creep rate. Then,
somewhere in between 10 and 100hrs the stronger than average GBs start slowly accumulat-
ing damage. Because most of the stronger GBs have properties close to the mean their effect
on the overall creep behavior is small and lasts only until some damage is accumulated and
their properties start to degrade. At this point the mean property GBs starts to dominate
and the behavior of the two models almost coincide.

Both types of creep rupture simulations (mean and distributed properties) eventually nu-
merically fail. The model time to breakdown of the three pairs of simulations is summarized
in Table 4.3. There is an almost 10% difference between the model time to breakdown of
each simulation pair. Furthermore the simulation breakdown happens at a lower model time
for the crystallographic dependent GB property model for Simulations #1 and #3 while
the original model breaks down earlier for Simulations #2. Simulation breakdown could be
caused by the actual failure of the RVE (e.g. the RVE is so damaged that it cannot with-
stand the imposed load) or from some numerical issues unrelated to a physical mechanism.
Grade 91 usually has reasonable creep ductility, accumulating a large amount of strain in
tertiary creep before failure [19]. The current CPFEM model fails before this behavior can
occur. Larger differences between the two models might accumulate over this final stage of
creep.

Microscale results of the distributed-property GB model suggest that GB engineering
might be employed to improve the creep performance of Grade 91. Figures 4.14, 4.15 and
4.16 compares the behavior of the five strongest GBs at different simulated times with a
stress level of 60MPa. The model times have been selected to show onset of damage in
the standard model (Fig. 4.14), in the microstructural sensitive GB model (Fig. 4.15),
and at simulation breakdown (Fig. 4.16). The color scale represents the normalized cavity
radii. Approximately at approximately 13,000 hours one of the favorably oriented GB starts
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Simulation stress state stress value Temperature
#1 Uniaxial Tension, Z-axis 60 MPa 600 ◦C
#2 Uniaxial Tension, Z-axis 100 MPa 600 ◦C
#3 Uniaxial Tension, Z-axis 140 MPa 600 ◦C

Table 4.4: Mean value and imposed range of the crystallographic dependent GB properties.

cavitating in the standard model. The same amount of cavitation for the same GB is reached
approximately after approximately 137,000 hrs and in the standard model the normalized
cavity radii is more doubled. At simulation breakdown the tracked GB shows a more than
100% difference in cavity radii. This is evidence that the creep behavior of Grade 91 could
be improved by increasing the number of low-energy GB.

Summarizing the results of this chapter, including crystallographic dependent GB prop-
erties is not required to capture the average macroscopic behavior of an RVE of untextured
Grade 91. This also implies that the creep behavior of Grade 91 is mainly driven by the
average GB properties, at least up to just after the onset of tertiary creep. After this time
the current simulations break down. Further work is needed to ascertain the effect of crys-
tallographic dependent GB properties on macroscopic creep ductility. Microscopic results
shows that Grade 91 creep behavior could be improved by increasing the fraction of low
energy GB.

4.4 Supplementary material: Details on the calculation of the grain boundary char-
acter

4.4.1 Grain Boundary Disorientation

A common way to represent a crystal lattice orientation with respect to a reference frame is to
use three Euler angles φ1,Φ, φ2. The Euler angles represents three successive rotations along
some axis. There are different Euler angle conventions in crystallography. For instance, the
Bunge convention assumes rotations along Zφ1 , XΦ, Zφ2 . The rotation g(φ1,Φ, φ2) required to
rotate a vector v observed in the sample frame to the crystal frame is defined as g(φ1,Φ, φ2) =
Zφ2XΦZφ1 (e.g. ~vcrystal = g(φ1,Φ, φ2)~vsample). The misorientation is the rotation required
to rotate a vector defined in the reference system of crystal A into the reference system of
crystal B and is defined as follow:

∆gAB = gBg
−1
A (4.5)

where gA and gB are the rotation matrices representing the orientation of crystal A and
B, respectively. A misorientation can be represented by an angle and an axis of rotation.
Assuming the misorientation is available in a matrix form, the misorientation angle θ and
the axis of rotation ~a can be compute using Eqs. 4.6 and 4.7, respectively.

θ = cos−1

(
∆gAB(1, 1) + ∆gAB(2, 2) + ∆gAB(3, 3)− 1

2

)
(4.6)

ANL-ART-143 44



Evaluation of statistical variation of microstructural properties and temperature effects on creep

fracture of Grade 91
September 2018

10 2 10 1 100 101 102 103 104 105

Time (hrs)

10 11

10 9

10 7

10 5

10 3

St
ra

in
 r

at
e 

(1
/h

rs
)

Effective, Stress 60 MPa 

Total Std
Total New
Grains Std
Grains New
GBs Std
GBs New
Grains Elastic Std
Grains Elastic New

Grains Plastic Std
Grains Plastic New
Grains Linear Std
Grains Linear New
GBs Opening Std
GBs Opening New
GBs Sliding Std
GBs Sliding New

Figure 4.8: Comparison of the macroscopic cell strain rate decomposed into mechanisms
within the grains and along the grain boundaries for the standard and crystallographic
dependent GB models. Stress level is 60MPa.
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Figure 4.9: Comparison of the macroscopic cell strain rate decomposed into mechanisms
within the grains and along the grain boundaries for the standard and crystallographic
dependent GB models. Stress level is 100 MPa.
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Figure 4.10: Comparison of the macroscopic cell strain rate decomposed into mechanisms
within the grains and along the grain boundaries for the standard and crystallographic
dependent GB models. Stress level is 140 MPa.
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Figure 4.11: Comparison of the macroscopic cell strain rate in the loading direction decom-
posed into mechanisms within the grains and along the grain boundaries for the standard
and crystallographic dependent GB models. Stress level is 60 MPa.
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Figure 4.12: Comparison of the macroscopic cell strain rate in the loading direction decom-
posed into mechanisms within the grains and along the grain boundaries for the standard
and crystallographic dependent GB models. Stress level is 100 MPa.
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Figure 4.13: Comparison of the macroscopic cell strain rate in the loading direction decom-
posed into mechanisms within the grains and along the grain boundaries for the standard
and crystallographic dependent GB models. Stress level is 140 MPa.
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Figure 4.14: Comparison of the normalized cavity radii obtained by the two models for the
five strongest GBs present in RVE. Stress level is 60MPa and the time is at the onset of
damage in the standard model.

Figure 4.15: Comparison of the normalized cavity radii obtained by the two models for the
five strongest GBs present in RVE. Stress level is 60MPa and the time is the onset of damage
in the vary-properties model.
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Figure 4.16: Comparison of the normalized cavity radii obtained by the two models for
the five strongest GBs present in RVE. Stress level is 60MPa and the time is at simulation
breakdown.

 a1

a2

a3

 =

 ∆gAB(3, 2)−∆gAB(2, 3)
∆gAB(1, 3)−∆gAB(3, 1)
∆gAB(1, 2)−∆gAB(2, 1)

 (4.7)

Most crystalline solids have rotational symmetries. For instance, body-centered cubic
crystals, possess 24 symmetries that will be indicated as S. Because of symmetries, a vec-
tor observed in the sample reference has 24 crystallographic equivalents, e.g. ~vcrystal =
SigA~vsample is equivalent to ~vcrystal = SjgA~vsample. The indexes i and j range from 1, ..., 24
and represent different symmetries. Because of the symmetries of both crystals, Eq. 4.5 can
be rewritten as

∆gAB,i,j = SigB (SjgA)−1 (4.8)

Furthermore, the misorientation of a GB, must be independent from the reference grain,
i.e. ∆gAB must be equivalent to ∆gBA. This means that the misorientation of grain bound-
ary between BCC crystals has 24 ∗ 24 ∗ 2 = 1152 equivalent representations. To avoid this
ambiguity, the common way of representing a GB is through its disorientation. The disori-
entation is defined as the misorientation exhibiting the lowest angle θ in a given fundamental
zone. The usual convention is to select the fundamental zone in which the components of
the misorientation axis ~a obey to the following constraints

a1 ≥ a2 ≥ a3 ≥ 0 (4.9)

The result of this procedure is the disorientation D transforming a vector representation
from the fundamental zone of grain A to the fundamental zone of grain B. When computing
a GB disorientation it is critical to retain which symmetry operators indexes, i, j, and which
form of Eq. 4.8 were used. Such information are crucial in calculation involving the GB
normal.
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4.4.2 The tilt and twist angle of a GB

The alignment between the grain boundary normal ~n and the disorientation axis determines
the character of GB. A GB can be classified as a twist boundary, a tilt boundary or mixed.
A twist GB has the disorientation axis ~a perpendicular to the GB plane. A tilt boundary has
the disorientation axis ~a embedded in the GB plane. For all other cases a GB is classified as
mixed (e.g. it has both a tilt and a twist component). To compute the tilt and twist angles,
the GB normal ~n needs to be rotated into the disorientation fundamental zone coordinate
system. First, one needs to select a reference grain and its outward normal. With the
grain selected the appropriate rotation matrix and symmetry operator can be used to rotate
the normal in the disorientation fundamental zone. For instance, by selecting grain A the
rotation matrix gA and symmetry operator Sj must be used (see Eqs. 4.8 and 4.9). One
also need to account if the disorientation results from Eq. 4.8 or its inverse. In the first case
Eq. 4.10 must be used to rotate the normal, in the latter 4.11

~nA,FZ = (SjgA)T ~nA,sample (4.10)

~nA,FZ = (SjgA)~nA,sample (4.11)

With this crucial step clarified, the tilt and twist angle can be correctly evaluated by
using the following methodology [59]. First, one needs to compute the GB normal of grain
B in the fundamental zone. The ~nB,FZ can be computed by applying the disorientation D

to vector ~nA,FZ (e.g. ~nB,FZ = D~nA,FZ). The tilt axis ~T and tilt angle αT can be computed
by means of Eqs. 4.12 and 4.13

~T =
~nA,FZ × ~nB,FZ
‖~nA,FZ × ~nB,FZ‖

(4.12)

αT = sin−1 (‖~nA,FZ × ~nB,FZ‖) (4.13)

The twist axis is by definition the GB normal in the fundamental zone. The twist angle
αTW can be computed using Eq. 4.14

αTW = cos−1

(
2

(
1 + cos (θ)

1 + cos (αT )

)
− 1

)
(4.14)

where θ is the disorientation angle defined in Eq. 4.6.

4.4.3 Grain boundary classification

The coincident site lattice (CSL) theory [42] is a well established tool used to predict the
structure of GB based upon the density of coincident atoms at a GB interface. The result
of CSL theory is a list of GBs classified by their disorientation D in the form of density of
coincident atoms (commonly known as Σ) and an axis-angle pair describing the disorien-
tation. The value of Σ represents the density of coincident (common) atoms between the
lattices of the two grains (e.g. if Σ = 3 the two lattice have a common atom at every third
lattice site). The disorientation is usually presented in terms of Miller indexes [32] for the
axis of rotation. Miller index represents a lattice vector by using only integer components.
Miller index notation is useful because it gives a direct representation of lattice directions.
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The CSL theory utilizes the discrete nature of atoms and Miller Index notation to generate
a list of GB given the axis-angle pair describing the GB disorientation.

4.4.3.1 Generation of the CSL boundary list

The list of CSL boundaries can be generated using the following procedure. The Σ value
(see Eq. 4.15) of a CSL GB results from two components: (i) the Miller index of the axis of
rotation and (ii) the two co-prime integers (n,m).

Σ (n,m, h, k, l) = n2 +m2‖h2 + k2 + l2‖2 (4.15)

where h, k, l are the Miller index of the axis of rotation in the fundamental zone (e.g. h ≥
k ≥ l and h, k, l ≥ 0)and the co-prime positive integers n,m, subject the constraint n ≥ m.
The integers n,m represent the cathetus of the right triangle required to construct the CSL
cell assuming the disorientation axis being aligned with h, k, l. Furthermore, for any cubic
lattice, Σ can only be an odd integer number [11]. If the results of Eq. 4.15 is an even
number, Σ must be divided by two until an odd number is obtained.

The disorientation angle of CSL boundary is computed using the Eq. 4.16.

θCSL = 2 tan−1
(m
n
‖h2 + k2 + l2‖

)
(4.16)

The entire list of CSL GBs for cubic crystals cannot be achieved numerically because it
would imply ranging an infinite space of integer values. However, an extensive list of CSL
GBs for cubic crystals can be obtained using a maximum value of n = 10 and h = 100.

4.4.3.2 The Brandon criterion for grain boundary classification

A GB can be classified as a CSL GB by utilizing the well established Brandon Criterion [4].
The criterion compares the distance between a GB disorientation D to the disorientation of
an ideal CSL GB. If such distance is smaller than a certain tolerance, then the GB is a CSL
GB.

According to Brandon, the tolerance scales with the Σ value of a CSL GB as follows:

∆θmax =
∆θ0√

Σ
(4.17)

where ∆θ0 is a parameter and in common practice is 15◦. Because a GB disorientation
possesses both an axis and an angle, both of them must have a distance to the known CSL
GB smaller than ∆θmax (see Eqs. 4.18 and 4.19)

∆θaxis = cos−1 (|~aCSL · ~aGB|) ≤ ∆θmax (4.18)

∆θangle = cos−1 ‖θCSL − θGB‖ ≤ ∆θmax (4.19)

When comparing a GB disorientation against an extensive list of CSL GBs, it might
happen that the Brandon criterion is satisfied for multiple different CSL GBs. In such cases
the GB is assigned to the closest CSL, which is the CSL exhibiting the lowest (∆θaxis +
∆θangle)/2) value.
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5 Conclusions

This report describes three extensions of a physically-based CPFEM model for the creep and
creep-rupture properties of Grade 91 steel:

1. Progress on transitioning the modeling framework to the MOOSE finite element pack-
age to incorporate multiphysics models and improve parallel scalability.

2. A physically-based method for scaling the model parameters to capture temperature-
dependent creep in the expected use temperature range of Grade 91 in SFRs.

3. Incorporating the effect of GB crystallography on the model properties to more accu-
rately capture the effect of microstructural variations.

With these extensions the physically-based model for Grade 91 base material can be
regarded as complete. The model captures all the microstructural mechanisms and statistical
microstructural variations thought to influence creep in the alloy. The final model can be
used to make predictions of engineering properties through the entire temperature range the
material is expected to see in service in SFRs.

Most challenges associated with Grade 91 in service in fossil fuel electrical generating
facilities relate to welds, not the base material. Future work could begin with this modeling
framework and extend it to examine a complete weldment, including base, heat affected
zone, and weld material. This will require much larger simulations than those used to
determine bulk material properties and additionally will require model development related
to accurately capturing the properties of the material in the heat affected zone. Additionally,
the modeling framework can be used to look at new high temperature structural materials.
With sufficient confidence in the model it could be used to reduce the number of tests and
therefore the time required to qualify new materials.
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